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Network and Data Science Lab

Vanderbilt University
Nashville, Tennessee, USA(The campus is an accredited arboretum 

with ~200 species of trees and shrubs.)



Data Quality-Aware Graph Learning
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Constructing and 
Preprocessing 

Graph Data

Label Quality 
Aware Graph 

Learning

Overcoming 
Topology Issues in 
Real-world Graphs

Biased Data 
Aware Graph 

Learning



Data is Connected
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Graphs are everywhere in today’s connected world
…and can be constructed from (un)structured data

Knowledge extractionData fusion

fMRI

Similarity-based construction

…

Anand Eijlers et al, 2019

Konstantin Zuev, et al.  2017

Aelit ta, iStock

Shoujin Wang et al. 2021

Zhiquan Liu (talk slides)

Sunitha articlecube

𝐺1

𝐺2

𝐺3

Complex social systems
Chemical structures

Protein Data Bank
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Link-level Predictions

Graph-level Predictions

Input Output

Graph ML Model
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Graph Machine Learning

Garbage in, garbage out

Real-world data can have 
data quality challenges…



Real-World Graph Data Quality Challenges

▪Imbalanced data

▪Biased data

▪Noisy outliers

▪Limited labels

▪Missing values

▪Uncertain topology

▪Distribution shifts

▪etc. 
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Garbage in, garbage out

What are data quality challenges?

How to mitigate 
these challenges?



Model-Centric vs. Data-Centric AI

Model-Centric
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Data-Centric
Model 

architectures

Loss functions/
constraints

etc.…

Data Organization:
Constructing graphs

Data Integration:
Improving node/edge 

features

Data Cleaning:
Confident 

learning

…

etc.

Find the best model for 
the given fixed dataset

Realize the best dataset for 
the given prediction task

Hyperparameter 
tuning



Harmonization for Improved Ethical AI in Society

Model-Centric
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Data-Centric
Model 

architectures

Loss functions/
constraints

etc.…

Data Organization:
Constructing graphs 

from tabular data
Data Integration:

Improving features

Data Cleaning:
Confident 

learning

…

etc.

Find the best model for 
the given fixed dataset

Realize the best dataset for 
the given prediction task

Hyperparameter 
tuning
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Constructing and 
Preprocessing 

Graph Data

Label Quality 
Aware Graph 

Learning

Overcoming 
Topology Issues in 
Real-world Graphs

Biased Data 
Aware Graph 

Learning



Graphs for Recommender Systems

Traditional Recommendation Problems
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?
Image credit: JC Olamendy

Image credit: Vedat Gül

Image credit: Shoujin Wang, et al.



Data fusion with domain 

knowledge and global 

information extracted 

across historical sessions:

Graphs for Session-based Recommendation
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W

atering Can

Plant
Sink

Plant

…

Session ID: 
123

Session ID: 
124

Lopper

Next 

item?

Next 

item?

Historical Shopping Sessions Domain 
Knowledge

“Knowledge Graph-based Session Recommendation with Session-Adaptive Propagation” 
Y. Wang et al. (WWW’24)



Graphs for Fintech
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Constructing Relations Between Stocks

Graph Encoding 
Relations Between 

Stocks

Graph-based 
Market Prediction & 

Portfolio Optimization

“Stock Selection via Spatiotemporal Hypergraph Attention Network: A Learning to Rank Approach” R. Sawhney et al. (AAAI’21)
“THINK: Temporal Hypergraph Hyperbolic Network” S. Agarwal et al. (ICDM’22)
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Graphs for Neuroimaging

Datasets, code, and documentation is publicly available!
https://neurograph.readthedocs.io/ 

A Data-Centric AI Approach to
 Improved Learning in Brain Connectomics

“NeuroGraph: Benchmarks for Graph Machine Learning in Brain Connectomics” 
Anwar Said et al. (NeurIPS’23)

https://neurograph.readthedocs.io/
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NeuroGraph

Key Insight: Better performance with larger, (sparser) graphs with correlation node features.

Now 
available 
in PyG!

Five new benchmark datasets for 
graph classification/regression!

“NeuroGraph: Benchmarks for Graph Machine Learning in Brain Connectomics” 
Anwar Said et al. (NeurIPS’23)



Graphs for Healthcare
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Electronic Health Records Clinician Task Workflows

…

Global Task 
Interaction Graph

Applications:
Identify bottlenecks, cluster tasks, 
identify inconsistencies, … 

“Inferring EHR Utilization Workflows through Audit Logs”
Xinmeng Zhang*, Yuying Zhao*, Chao Yan, Tyler Derr, You Chen (AMIA’22)



Graphs for Biomedical
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SMILES String Representation
COc1cc(cc(c1OC)OC)Cc2cnc(nc2N)N

2D Graph 3D Graph

Prediction Task:
Active or Inactive

Chemical Libraries

Hit Rate: 0.05%-0.5%

High Throughput 
Screening (HTS) 

Equipment

Experimental Screening

Graph Representations

Virtual Screening 
with Graph Machine Learning

Labeled 
Data

HTS generates 
inherently highly 

imbalanced
labeled data

“Interpretable Chirality-Aware Graph Neural Network for QSAR Modeling in Drug Discovery” Y. Liu, et al. (AAAI’23)
“WelQrate: Defining the Gold Standard in Small Molecule Drug Discovery Benchmarking.” Y. Liu, et al. (NeurIPS’24)

Molecule Representation Drug Discovery

Coming soon! 
Just accepted at 

NeurIPS’24
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Learning



Self-Supervised Learning on Graphs

20

…

Contrastive Learning

Pretrained on Pretext Tasks

Yu Wang, Wei Jin, Tyler Derr. “Graph Neural Networks: Self-supervised Learning” 
(in Springer Book – Graph Neural Networks: Foundations, Frontiers, and Applications)

https://github.com/NDS-VU/GNN-SSL-chapter 

Less/no labeled data? Can leverage SSL on Graphs. 

https://github.com/NDS-VU/GNN-SSL-chapter


Imbalanced Graph Datasets
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Malware Detection

0.01% to 2% Android 
Oak et al. 2019

Drug Discovery

HTS Hit Ratio

0.05% to 0.5%
Bajorath et al. 2002

Typical               Autism

     36           :           1

Brain Classification

Autism Statistics. 2023

0.15%

Fake News Detection

Dou et al. 2021

“Imbalanced Graph Classification via Graph-of-Graph Neural Networks”
Yu Wang, Yuying Zhao, Neil Shah, Tyler Derr. (arxiv’21, CIKM’22) – Selected as Top-10 Most Influential CIKM’22 Papers by Paper Digest
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Method Quantity Augmentation

Up

-sampling

Results

Imbalance Ratio

F
1

-m
ic

ro

DHFR Enzyme Classification

Graph-of-

Graphs (GoG)

𝐺1

𝐺2

𝐺3

GoG

Similar Property Principle - Structurally similar 

molecules tend to have similar properties

Structure Augmentation

𝐺2
′ ∼ 𝑞 (⋅ |𝐺2) 𝐺3

′ ∼ 𝑝 (⋅ |𝐺3)

Condit ional d istribution 
by node masking

Con dit ional 
distribution by 
edge removing

Problem

Majority

Minority

Normal    Autism

     36      :      1

ASD Brain Classification

Drug Discovery

HTS: Hit Ratio

0.05% to 0.5%

“Imbalanced Graph Classification via Graph-of-Graph Neural Networks”
Yu Wang, Yuying Zhao, Neil Shah, Tyler Derr. (arxiv’21, CIKM’22) – Selected as Top-10 Most Influential CIKM’22 Papers by Paper Digest

Classification on Imbalanced Graph Datasets

(proposed)
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Constructing and 
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Label Quality 
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Learning

Overcoming 
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Real-world Graphs

Biased Data 
Aware Graph 

Learning



Online Dating
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Online dating:

• 15% of Americans (2013)

• Increase to 30% (2019)

Information overload

Increasing demand on online dating

Online Dating Recommender Systems

“Leveraging Opposite Gender Interaction Ratio as a Path towards Fairness in Online Dating Recommendations Based on User 

Sexual Orientation” Yuying Zhao, Yu Wang, Yi Zhang, Pamela Wisniewski, Charu Aggarwal, Tyler Derr. (AAAI’24)



Ethics of AI in Online Dating
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FairnessRecommendation

Prior Works

• Gender

• Race

• Religion

• Subscription

Are users in diverse groups treated fairly?

This work focuses on binary case, attributed to limited dataset and does not reflect authors' opinions on gender identity.

Do users of varying sexual orientation get treated fairly? 

User Sexual Orientation

heterosexual homosexual

Likely 

Unsatisfied
Potentially 

Satisfied



Potential Reasons for The Performance Gap
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Group Data Quantity Imbalance

Gender Inconsistency Imbalance 
(train/recommendation)

Re-weighting

• In-processing

• Adjust the weights during optimization

Re-ranking

• Post-processing

• Calibration to mitigate inconsistency

Reasons Solutions

Increasingly deviates away from 
historical interaction behaviors

“Leveraging Opposite Gender Interaction Ratio as a Path towards Fairness in Online Dating Recommendations Based on User 

Sexual Orientation” Yuying Zhao, Yu Wang, Yi Zhang, Pamela Wisniewski, Charu Aggarwal, Tyler Derr. (AAAI’24)
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Online Dating Recommendation

Specific Interests Broader Interests
Broad Interests 

to both genders
Specific Interests 

to the same gender

Specific Interests 

to the opposite 

gender

Quantity Imbalance vs. User Interest Diversity
U

ti
li

ty

Purple showing expected performance 
based on quantity imbalance. 

Recommendation Quality

“Can One Embedding Fit All? A Multi-Interest Learning Paradigm Towards Improving User Interest Diversity Fairness”
Yuying Zhao, Minghua Xu, Huiyuan Chen, Yuzhong Chen, Yiwei Cai, Rashidul Islam, Yu Wang, Tyler Derr (WWW’24)
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(in terms of item categories)

Are users of varied interest diversity treated fairly 

in Recommender Systems?

Research Question

“Can One Embedding Fit All? A Multi-Interest Learning Paradigm Towards Improving User Interest Diversity Fairness”
Yuying Zhao, Minghua Xu, Huiyuan Chen, Yuzhong Chen, Yiwei Cai, Rashidul Islam, Yu Wang, Tyler Derr (WWW’24)
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(A) Across datasets & models

(B) Across diversity metrics

(C) Across group partition heuristics

(C) Across group partitions

Different colors: various datasets

Solid and dashed lines: two RS backbones

Specific 

interests

Broad 

interests

U
ti

li
ty

U
ti

li
ty

“Can One Embedding Fit All? A Multi-Interest Learning Paradigm Towards Improving User Interest Diversity Fairness”
Yuying Zhao, Minghua Xu, Huiyuan Chen, Yuzhong Chen, Yiwei Cai, Rashidul Islam, Yu Wang, Tyler Derr (WWW’24)
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(A) Across datasets & models (B) Across diversity metrics

(C) Across group partition heuristics

(C) Across group partitions

User Interest Diversity Unfairness

Users with high interest diversity have lower 

recommendation performance.

This unfairness is consistent across datasets, models, 

diversity definitions, group partitions.

“Can One Embedding Fit All? A Multi-Interest Learning Paradigm Towards Improving User Interest Diversity Fairness”
Yuying Zhao, Minghua Xu, Huiyuan Chen, Yuzhong Chen, Yiwei Cai, Rashidul Islam, Yu Wang, Tyler Derr (WWW’24)
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Better Alignment

Implicit Interest Matching

Diverse 

Interests

Larger 

Interest 
Number

User Interest Diversity Fairness

“Can One Embedding Fit All? A Multi-Interest Learning Paradigm Towards Improving User Interest Diversity Fairness”
Yuying Zhao, Minghua Xu, Huiyuan Chen, Yuzhong Chen, Yiwei Cai, Rashidul Islam, Yu Wang, Tyler Derr (WWW’24)
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Bob

The burger

is an outlier

1

2

3

4

5

6

7

8

Application

Metric

TC𝑖 → ATC𝑖

Less and Less Diverse, More and More Overlap

𝑖

𝑗1

𝑗2 𝑗3

𝑎2 𝑎1

𝑎3

Bob

Specific

Topology

Diverse 

Topology

Problem

Jack

Diverse Topology Issue

Our original version Proposed approximated version
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Sushi & Ramen Lover Not SureSushi Lover

Bob Amy

Specific Diverse

Jack

“Can One Embedding Fit All? A Multi-Interest Learning Paradigm Towards Improving User Interest Diversity Fairness”
Yuying Zhao, Minghua Xu, Huiyuan Chen, Yuzhong Chen, Yiwei Cai, Rashidul Islam, Yu Wang, Tyler Derr (WWW’24)

Diverse Topology - Motivation  
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𝑖
Bob

𝑖
Jack

Low Diversity

𝑖

𝑗1

𝑗2 𝑗3

𝑎2 𝑎1

𝑎3

𝑖′

𝑗1
′

𝑗2
′ 𝑗3

′

𝑎1
′

𝑎3
′

𝑎2
′

High Diversity

High Overlap

Low Overlap

Diverse Topology - Quantification 

“A Topological Perspective on Demystifying GNN-Based Link Prediction Performance.”
Yu Wang, Tong Zhao, Yuying Zhao, Yunchao Liu, Xueqi Cheng, Neil Shah, Tyler Derr (ICLR’24)
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High Overlap Low Overlap

Can we mathematically measure this overlap?

TC𝑖
High Low

TC𝑖′
Topological 

Concentration

(TC)

𝑖′

𝑗1
′

𝑗2
′ 𝑗3

′

𝑎1
′

𝑎3
′

𝑎2
′

𝑖

𝑗1

𝑗2 𝑗3

𝑎2 𝑎1

𝑎3

Diverse Topology - Quantification 

“A Topological Perspective on Demystifying GNN-Based Link Prediction Performance.”
Yu Wang, Tong Zhao, Yuying Zhao, Yunchao Liu, Xueqi Cheng, Neil Shah, Tyler Derr (ICLR’24)



𝑖′

𝑗1
′

𝑗2
′ 𝑗3

′

𝑎1
′

𝑎3
′

𝑎2
′

𝑖

𝑗1

𝑗2 𝑗3

𝑎2 𝑎1

𝑎3

𝑖 𝑗1 𝑎2 𝑗2

𝑖 𝑗2 𝑎3 𝑗3

𝑖 𝑗1 𝑎1 𝑗3

𝑖′ 𝑗1
′ 𝑎1

′

𝑖′ 𝑗2
′ 𝑎2

′

𝑖′ 𝑗3
′ 𝑎3

′

Cycles can 

quantify 

TC/Overlap/

Diverseness!
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Diverse Topology - Quantification 

“A Topological Perspective on Demystifying GNN-Based Link Prediction Performance.”
Yu Wang, Tong Zhao, Yuying Zhao, Yunchao Liu, Xueqi Cheng, Neil Shah, Tyler Derr (ICLR’24)



BobJack

Hard to predict preference of 

People with diverse interests

37

Nodes with diverse 

topology have worse 

recommendation 

performance

Higher TC, More Overlap, Less Diverseness

“A Topological Perspective on Demystifying GNN-Based Link Prediction Performance.”
Yu Wang, Tong Zhao, Yuying Zhao, Yunchao Liu, Xueqi Cheng, Neil Shah, Tyler Derr (ICLR’24)

Diverse Topology - Analysis 



Diverse Topology - Analysis

Key insight: TC better defines node-centric LP difficulty than node degree

38

Within Network Across Datasets

“A Topological Perspective on Demystifying GNN-Based Link Prediction Performance.”
Yu Wang, Tong Zhao, Yuying Zhao, Yunchao Liu, Xueqi Cheng, Neil Shah, Tyler Derr (ICLR’24)



𝑖

𝑗1

𝑗2 𝑗3

𝑎2 𝑎1

𝑎3
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ATC𝑖 = 𝔼𝑣𝑗∼𝒩𝑖
𝜙 𝐍𝑖, 𝐍𝑗

3. Embedding similarity computation: how much percentage of message does 𝑖 receives?

𝜙: cosine similarity

𝓞(𝐾2|𝒱||ℰ|)Quadratic!

TC𝑖 based on cycle counting
𝐾: size of the cycle

|𝒱|: # of Nodes

|ℰ|: # of Edges

𝐑 ∼ 𝒩(𝟎𝑑, 𝚺𝑑)

1. Initialize node embeddings from the 𝑑-dimensional Multivariate Gaussian Distribution

𝐍 = ෍
𝑘=1

𝐾

𝛼𝑘
෩𝐀𝑘𝐑

2. Perform message-passing

“A Topological Perspective on Demystifying GNN-Based Link Prediction Performance.”
Yu Wang, Tong Zhao, Yuying Zhao, Yunchao Liu, Xueqi Cheng, Neil Shah, Tyler Derr (ICLR’24)

Diverse Topology – Optimizing Computation 
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Running time of ATC is much shorter than TC

ATC still maintains a good correlation to performance!

“A Topological Perspective on Demystifying GNN-Based Link Prediction Performance.”
Yu Wang, Tong Zhao, Yuying Zhao, Yunchao Liu, Xueqi Cheng, Neil Shah, Tyler Derr (ICLR’24)

Diverse Topology – Optimizing Computation 



Across 

Different 

Users

Bob Amy

Specific Diverse

Jack
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Within one 

User
Maybe someday Bob 

orders a burger……

Bob

“Collaboration-Aware Graph Neural Network for Recommender System”
Yu Wang, Yuying Zhao, Yi Zhang, Tyler Derr. (WWW’23) – Selected as Top-10 Most Influential WWW’23 Papers by Paper Digest

Diverse Topology – Denoising
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Therefore, adding this burger would diversify Bob’s interest and it 

is a noisy interaction.

However, the burger cannot represent the eating behavior of 

Bob, as its an outlier of the whole neighborhood of Bob.

One day Bob bought a burger for his friend.

Bob

If Bob wants to order food using Uber Eats, it’s highly likely he will 

order more sushi rather than a burger.

“Collaboration-Aware Graph Neural Network for Recommender System”
Yu Wang, Yuying Zhao, Yi Zhang, Tyler Derr. (WWW’23) – Selected as Top-10 Most Influential WWW’23 Papers by Paper Digest

Diverse Topology – Denoising
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8

# of Cycles to decide Edge Weights

Bob

Bob

1

2

3

4

5

6

7

8

Up 10% in Recall@20 

80% speedup

43“Collaboration-Aware Graph Neural Network for Recommender System”
Yu Wang, Yuying Zhao, Yi Zhang, Tyler Derr. (WWW’23) – Selected as Top-10 Most Influential WWW’23 Papers by Paper Digest

Diverse Topology – Denoising 
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Diverse 

Topology

Bob

Specific

Topology

Problem

Bob

The burger

is an outlier

1

2

3

4

5

6

7

8

Application

Metric

TC𝑖 → ATC𝑖

Less and Less Diverse, More and More Overlap

𝑖

𝑗1

𝑗2 𝑗3

𝑎2 𝑎1

𝑎3

Our original version Proposed approximated version

Diverse Topology – Summary

Jack
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Problem

Bail

No-Bail

Group 1

Group 2

Statistical Parity

 Δsp = 𝑃 ො𝑦 = 1 𝑠 = 0  −  𝑃 ො𝑦 = 1 𝑠 = 1

Biased Decision

Fair Decision

Discriminative Feature Bias

Race Records Gender Intent

Race Records Gender Intent

Social Interaction BiasCriminal Associate Network

Potential Bias!

Potential Bias in Graph Data

“Improving Fairness in Graph Neural Networks via Mitigating Sensitive Attribute Leakage”
Yu Wang, Yuying Zhao, Yushun Dong, Huiyuan Chen, Jundong Li, Tyler Derr. (KDD’22)



Feature Correlation Variation

Motivation

47

Feature aggregation 
can cause feature 

correlation variation

Feature 2: continuous decrease

Feature 3: decrease then increase

…

“Improving Fairness in Graph Neural Networks via Mitigating Sensitive Attribute Leakage”
Yu Wang, Yuying Zhao, Yushun Dong, Huiyuan Chen, Jundong Li, Tyler Derr. (KDD’22)



Fairness and Diversity in Online Recommendations

48Yuying Zhao, Yu Wang, Lunchao Liu, Xueqi Cheng, Charu Aggarwal, Tyler Derr. 
“Fairness and Diversity in Recommender Systems: A Survey” (ACM TIST, ‘24)

https://github.com/NDS-VU/Fair-Online-Dating-Recommendation 

• Multi-objective scenarios
•  Personalized sensitive attributes
• …

https://github.com/NDS-VU/Fair-Online-Dating-Recommendation
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Constructing and 
Preprocessing 

Graph Data

Label Quality 
Aware Graph 

Learning

Overcoming 
Topology Issues in 
Real-world Graphs

Biased Data 
Aware Graph 

Learning

Current 
& Future 
Directions



Graph Machine Unlearning

50“A Survey of Graph Unlearning” A. Said, et al. (arxiv’23, in submission)
“A Survey on Privacy in Graph Neural Networks: Attacks, Preservation, and Applications” Y. Zhang, et al. (IEEE TKDE’24)

How effective can adversaries 
leverage unlearning tactics 
within online social media? 

Fairness in machine unlearning…



Temporal Knowledge Graphs

Most work on KGs focus on completion via link prediction

51

Yuanfei Dai et al.  2022

However, …

▪Some facts/relations inherently have a limited lifetime

▪KG quality is not always perfect and may require unlearning

… and working on linkages with LLMs
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From large virtual screening to direct molecular generation

Foundational Graph Generator

Graph Diffusion

Generative Graph Models for Science



Minimizing User Churn in Online Platforms

53



Acknowledgements
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Thank you!

Special thanks to the CIKM’24 OARS 
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