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Incremental Training, Session-based Recommendation, and 
System Level Approaches to Online Recommender Systems



2 

Sequential and Session-based 
Recommendation
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Recommendation Systems 
Personalize the Internet

DIGITAL CONTENT 
2.7 Billion

Monthly Active Users

E-COMMERCE 
2 Billion

Digital Shoppers

SOCIAL MEDIA
3.8 Billion

Active Users

DIGITAL ADVERTISING
4.65 Billion

Users Targeted

“Already, 35 percent of what consumers purchase on Amazon and 75 percent of what 
they watch on Netflix come from product recommendations based on such algorithms.”
Source: McKinsey

https://www.mckinsey.com/industries/retail/our-insights/how-retailers-can-keep-up-with-consumers
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Many recommendation algorithms 
assume static users preference

From How to Build a Winning Recommendation System - NVIDIA Developer blog

Matrix completion

https://developer.nvidia.com/blog/how-to-build-a-winning-recommendation-system-part-1/
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But users preference change over time...

     2005             ...           2008                       2009                       2010             …             2019                        2020

?

Sequential patterns matter!

Gardening Cooking Cycling
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Sequential Recommendation task
Reminding / Repeated purchases

    Jan.                                                          Apr.                                                                July.

“The typical online stores gets 43% of revenue from repeat purchases”.
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Session-based Recommendation task
Users behaviour for different sessions might be very distinct

Session #1 - Looking for TVs

Photo by Taras Shypka on Unsplash

Session #2 - Browsing smartphones

15 days later...

https://unsplash.com/@bugsster?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText
https://unsplash.com/?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText
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Session-based Recommendation task
Similarity between two consecutive user sessions from an eCommerce dataset

< 1 day < 1 week < 2 weeks

< 2
2 

day
s

< 4
1 

day
s

< 7
 

months

https://www.kaggle.com/mkechinov/ecommerce-behavior-data-from-multi-category-store
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Session-based Recommendation task
Users may browse anonymously in many online services
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Recommended 
next items

Recommender

Ordered or time-stamped sequence 
of user interactions

...

Sequential and session-based recommendation

● Sequential recommendation - Leverages user past interactions (usually long 
sequences)

● Session-based recommendation - Leverages only user interactions within current 
session (usually short sequences)
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NLP x Sequential RecSys
Seminal Neural Architectures

Prod2Vec

Meta-Prod2Vec

GRU4Rec NARM

SASRec

BERT4Rec NVIDIA
Transformers4Rec lib

Word2Vec

2013 2014 2015 2016 2017 2018 2019 2020

GRU Attention Transformer BERT XLNET
HuggingFace 

Transformers lib

2021

GPT-2

ATRank

AttRec
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Incremental Training
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Incremental Training
Does training more frequently improve model performance?
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Incremental Training
Does training more frequently improve model performance?
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Does this generalize?
Across both feature representations and across model type we consistently see an improvement
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What items are most impacted?
Fresh items and infrequently accessed items 
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What items are most impacted?
Fresh items and infrequently accessed items 
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Which User Groups Are Impacted?
Across both feature representations and across model type we consistently see an improvement
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Which User Groups Are Impacted?
Across both feature representations and across model type we consistently see an improvement
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NVIDIA Merlin



Develop, deploy and maintain recommender systems 

Model Development

Needs:

Merlin:

System Deployment Production Maintenance

Quick iteration over feature 
engineering and model training

Easily deploying new models and 
workflows into production

Monitoring and maintaining many 
recommender systems

▪ Accelerates pipelines for fast 
experimentation cycle
▪ Integrates ETL and model 

training
▪ Implements common 

architectures, loss functions, 
sampling strategies, etc.

▪ Flexibility to build your own

▪ Simple API to push to production
▪ Deploys ETL and multi-stage 

models as ensemble
▪ Supports retrieval, filtering, and 

other common pipeline stages
▪ Scalable and accelerated 

components

▪ Standardize production 
workflow for all use cases
▪ Integration to other 

components for logging, 
feature storage, etc.

Who: Data Scientists / ML Engineers ML Engineers / Product Engineers Product Engineers / ML Ops



1. Retrieval: Fetch a small set of 
candidate items from the massive 
item catalog relevant for the current 
user

2. Filtering: Remove candidate items 
that aren’t appropriate or available
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Four Common Components of Recommender Systems

3. Scoring: Assign a relevance score 
to each remaining item

4. Ordering: Choose which of the 
candidate items to include in the final 
list of recommendations and put them 
in an optimal order
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Complex Multi-stage Recsys Pipeline

Recommender system consists of multi-stage pipeline

Each stage has multitudes of models and toolings, maintained by separate teams, with their individual KPIs.

Different stages are subsequently “chained” together with complex system engineering and MLOps.

It takes a whole village for an end-to-end system running smoothly!

Retrieval Filtering Scoring        Ordering

user & 
items

millions 
- billions hundreds - thousands hundreds - thousands dozens dozens
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MERLIN MODELS
User Needs:

- Quickly and easily iterate over features and models to determine the best model for user's data and use-case

What is it:
- Model training library w/ pre-defined model implementations and reusable building blocks 
- Schema export from NVTabular during pre-processing 
- High level model building block APIs - to build and train ML or DL models with 10 lines of code
- Cross FW (TF/XGBoost/Implicit/LightFM) model evaluation

EvaluationInput Feature 
Engineering

Model 
Training

Iterations

schema 

Quick Experimentation Cycle

Deployment
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NVIDIA Triton Inference Server

Merlin system abstracts all the      into high level APIs to build an entire pipeline in < 50 lines of code

User Needs: 
- Easily deploy pipeline with feature transforms, retrieval, & ranking as microservice w/ Triton with few lines of code 

What is it : 
- Triton ensemble configs to connect different stages together for on-prem/cloud deployment 
- Create a pipeline with 50 lines of python code

MERLIN SYSTEMS

Retrieval Filtering Ranking Ordering

Online
Inference

External Systems

Feature 
Store

Nearest Neighbor 
Search

Feature 
Store
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MERLIN SYSTEMS
Merlin Systems Python API  (~50 lines) Triton Pipeline

Get User Features

Generate Candidates

Filtering

Get Item Features

Combine User and Item features

Reordering

Score candidates

Export to Triton

Retrieval

Filtering

Scoring 

Ordering



Easy to add to: All of our libraries are 
designed so that you can add your own 
components

Industry Standard Design Patterns: 
Best practices are already implemented 
for you, allowing you to iterate quickly
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Core Merlin Principles

Composability: Components are easy 
to connect together into a more 
complex system



NVIDIA Merlin Team
Providing easy to develop, performant, end to end recommender systems on the GPU

NVIDIA-Merlin



Even Oldridge
eoldridge@nvidia.com

           Even_Oldridge 

Thank You!

NVIDIA-Merlin

mailto:eoldridge@nvidia.com

