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Abstract
Traditional recommendation systems (RecSys) face critical chal-
lenges, including limited semantic understanding of user prefer-
ences, lack of explainability, and poor adaptability to evolving user
needs. These limitations hinder their ability to provide personal-
ized, context-aware recommendations and can erode user trust. Re-
cent work has explored the use of Large Language Models (LLMs)
to address these challenges. However, a key bottleneck in such
approaches is the need for human-annotated data to further fine-
tune the LLM world knowledge, which is both costly and time-
consuming. To overcome this limitation, we propose leveraging AI
feedback as an efficient alternative to human supervision.

In this work, we propose RecLAIF (Reinforcement Learning from
AI Feedback for Recommendation Systems), a novel framework
that optimizes RecSys through AI-generated feedback. RecLAIF
employs LLMs in two roles: a recommender that generates person-
alized recommendations enriched with key reasoning features, and
a judge that evaluates outputs based on relevance, diversity, and ex-
plainability. Using Direct Preference Optimization (DPO), RecLAIF
iteratively fine-tunes the recommender to align with user-centric
preferences, dynamically adapting to evolving needs.

Experiments on three real-world datasets demonstrate that Re-
cLAIF outperforms traditional and LLM-based RecSys. Notably, our
7B model surpasses Claude 3 Sonnet (a model with hundreds of
billions of parameters), achieving a 13.9% improvement in relevance
while maintaining comparable diversity and explainability.
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1 Introduction
Reinforcement Learning with Human Feedback (RLHF) has
proven to be an effective method for aligning Large Language Mod-
els (LLMs) with human preferences [5, 15]. RLHF has been widely
applied to improve models such as GPT-3 and its successors, en-
hancing their ability to generate outputs that better align with
human expectations, reduce harmful content, and follow complex
instructions. However, gathering human feedback at scale presents
significant challenges due to its high cost and time-consuming
nature. Moreover, as LLMs evolve and application domains shift,
previously collected feedback data may become outdated, dimin-
ishing its utility for continued model refinement.

To address these limitations, recent advancements have intro-
duced Reinforcement Learning from AI Feedback (RLAIF), a
paradigm where feedback is provided by another AI system rather
than humans [2, 9, 24]. RLAIF offers a scalable and cost-effective al-
ternative to RLHF, delivering consistent and high-quality feedback
for training LLMs. These studies have shown that AI-generated
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 Baby Gift Christmas

Traditional RecSys

Musical Crawling Crab Baby Toy - Tummy
Time Toys for 6-12 Months Boy Girl, Light-up
Walking Dancing Moving Crab Toys for 1 Year
Old Baby Educational Learning, Crawly Crab
Gift for 12-18 Months Infant

Key Features:
- Age Appropriateness: Suitable for babies (0-12 months) based on query context.
- Christmas Theme: Explicit reference to Christmas as part of the product name or design.
- Gift-Readiness: Comes with packaging or personalization that makes it suitable as a gift

RecLAIF

Infinno Baby Wrist Rattle Socks and Foot Finder
Set, Perfect Baby Toys for 0-12 Months
Newborn Boys and Girls As Baby Shower Gifts,
Garden Bug Series

Disney Baby: My First Christmas (Disney Touch
and Feel)

Jimibaby Christmas Teether
A festive, baby-safe teether with soft, BPA-free silicone to soothe gums. Its
Christmas tree design with a Santa hat adds a cheerful holiday touch.

Bearington Collection Baby 1st Christmas
A soft, plush teddy bear specifically designed for a baby’s first Christmas.
Its gentle design is ideal for babies and doubles as a keepsake gift.

Disney Baby: My First Christmas (Disney Touch and Feel)
A touch-and-feel book celebrating a baby’s first Christmas, encouraging
sensory exploration while keeping with the holiday theme

Semantic Understanding
Explainability

Adaptability to Christmas

Figure 1: Comparison between Traditional RecSys and RecLAIF for the query “Baby Gift Christmas.” Traditional RecSys fails to
capture query intent, lacking semantic understanding, explainability, and adaptability to the global Christmas trend. RecLAIF
identifies key contextual features (e.g., Christmas theme, gift-readiness) and ensures recommendations align with the seasonal
trend, making them more relevant and explainable.

feedback can match or even surpass human evaluations in qual-
ity, while significantly reducing the time and resource constraints
traditionally associated with RLHF.

While RLAIF has demonstrated promise in improving general-
purpose LLMs, its potential in domain-specific applications, such as
recommendation systems (RecSys), remains under-explored. Rec-
Sys play a pivotal role across domains such as e-commerce [7, 18],
entertainment [3, 4], and social networks by tailoring content to
users based on their preferences and needs. Despite their ubiq-
uity, conventional RecSys face several limitations: (1) Semantic
Understanding Gap: Traditional RecSys often struggle to com-
prehend the complex semantics in user queries and item attributes,
leading to inaccurate recommendations. For example, in Figure 1,
the query “Baby Gift Christmas” contains multiple semantic as-
pects—age appropriateness (baby), thematic relevance (Christmas),
and occasion-specific intent (gift). Traditional RecSys primarily fo-
cus on generic baby toys, failing to capture the holiday theme and
gift suitability. (2) Lack of Explainability: Conventional models
primarily output just the items without providing insight into why
they were recommended. In Figure 1, while the traditional RecSys
suggests baby toys, it does not justify why these items are relevant.
(3) Limited Adaptability: Many RecSys fail to adapt effectively
to dynamic user preferences, relying on static feedback or batch
updates that lag behind real-world trends. These challenges neces-
sitate a paradigm shift toward more user-centric, interpretable, and
adaptive recommendation systems. This leads us to a key research
question: Can RLAIF be effectively applied to the recommenda-
tion setting to address these limitations?

Applying RLAIF to recommendation introduces unique chal-
lenges. Unlike general RLAIF, recommendation systems operate
in a distinct setting where certain types of human data, such as
user-item purchase histories, are relatively easy to collect at scale
and can provide valuable insights for improving recommendations.
However, other annotations, such as the diversity of recommended
items, are equally important for delivering satisfying recommenda-
tions but are significantly harder to obtain. Some features such as
explainability (i.e., the rationale behind specific recommendations)
are practically non-existent. Generating human annotations for
such nuanced metrics requires considerable time and cost. With AI
feedback serving as a viable alternative, effectively obtaining and
integrating hybrid feedback from both humans and AI represents a
unique challenge in the recommendation setting.

To address these challenges, we propose RecLAIF (Reinforce-
ment Learning from AI Feedback for Recommendation Systems), a
novel framework that leverages the capabilities of LLMs in two roles:
as a recommender and as a judge. The LLM-based recommender
identifies key features from user queries, interaction histories, and
item attributes to generate contextually relevant and personalized
recommendations. The LLM-based judge evaluates the quality of
recommendations using metrics such as relevance, diversity, and
explainability. By using metrics that are more important to users
compared to final outcomes such as click-through rates, we are
designing a user-centric evaluation paradigm. Using Direct Pref-
erence Optimization (DPO), we achieve continuous improvement
by leveraging feedback from the judge. Feedback loops iteratively
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Recommender
Mistral-7B-Instruct

(for this project)

Response 1 _ _ _ _ _ _
_ _ _ _ _ _ _ _ _ _ _ _ _

Response 2 _ _ _ _ _ _
_ _ _ _ _ _ _ _ _ _ _ _ _

Sample
Responses

Judge
Claude 3 Sonnet
(for this project)

Prompt to generate preference pairs

Scoring Preference

LLM as Recommender LLM as Judge

Preference Pairs
Iterative DPO Training

Relevance
Diversity
Explainability

Chosen Response  _ _ _
_ _ _ _ _ _ _ _ _ _ _ _ 

Rejected Response  _ _
_ _ _ _ _ _ _ _ _ _ _ _ _

Prompt to recommend
[User, Context, Candidates,                    ]

Figure 2: Overview of the RecLAIF Framework. The proposed framework leverages LLMs in dual roles: as a recommender to
generate candidate responses and as a judge to evaluate outputs based on relevance, diversity, and explainability. The judge
produces preference pairs by comparing sampled responses and identifying the chosen and rejected outputs. These preference
pairs are used to iteratively fine-tune the recommender using Direct Preference Optimization (DPO).

refine the recommender, enabling it to adapt to evolving user pref-
erences and data landscapes while reducing reliance on expensive
human evaluations. The overview is shown in Figure 2.

RecLAIF effectively addresses core limitations of traditional Rec-
Sys. It enhances semantic understanding by leveraging LLMs’ abil-
ity to process complex queries, improves explainability by explic-
itly identifying key reasoning features, and increases adaptability
through continuous learning from AI-generated feedback.

Through extensive experiments on three real-world datasets,
we demonstrate that RecLAIF significantly outperforms baseline
recommendation systems in terms of accuracy, diversity, and ex-
plainability. These results highlight the transformative potential of
RLAIF in modernizing recommendation systems and bridging the
gap between user-centric evaluation and dynamic adaptability.

The contributions of this paper are summarized as follows:

• Introduction of RecLAIF Framework: We propose a novel
dual-LLM framework, with LLMs serving as both a recom-
mender and a judge, enabling iterative optimization using
RLAIF principles.
• Advancing Explainability: By explicitly identifying and pre-
senting the key features underlying recommendations, Re-
cLAIF enhances the interpretability and transparency of rec-
ommendation outputs.
• Improved Metrics and Adaptability: Through AI-driven eval-
uation and optimization, RecLAIF achieves superior perfor-
mance in terms of relevance, diversity, and explainability
compared to traditional RecSys methods.
• Comprehensive Experimental Validation: We conduct exten-
sive experiments on real-world datasets to demonstrate the
effectiveness of RecLAIF, providing benchmarks and insights
for future research.

2 Related Work
Large Language Models for Recommendation Systems (Rec-
Sys). There are three representative modeling paradigms for LLMs
in RecSys [12, 13]: (1) LLM as Embedder. LLMs serve as feature
encoders, transforming user and item textual features into vec-
tor representations that are subsequently fed into traditional Rec-
Sys [16, 29, 31, 32]. (2) LLM as Explainer. LLMs are used to reason
over text features of items and users, such as predicting user inter-
est and summarizing item features. These explanations generated
by LLMs are used as auxiliary information; they are encoded into
embeddings and integrated into RecSys [11, 19, 27, 30]. (3) LLM
as Recommendation System. This kind of method either converts
the recommendation task into a prompt for LLMs or uses the user
and item embeddings as soft prompts to align the RecSys with
LLM [6, 10, 14, 22]. In this work, we explore the use of LLM as a
judge for RecSys. Recent studies [21, 25] have also employed LLMs
as a judge for recommendation, but their focus has been limited to
evaluating text relevance. In contrast, our approach leverages LLMs
as a judge for more complex tasks—evaluating not only relevance
but also diversity and explainability, which are more user-centric
metrics, thereby fully utilizing the capabilities of LLMs.

Reinforcement Learning from AI Feedback (RLAIF). LLMs
trained purely on large-scale text corpora often exhibit behaviors
misalignedwith user preferences and societal values [28]. Reinforce-
ment Learning from Human Feedback (RLHF) [5, 15] addresses this
issue by incorporating human judgments into the training loop to
better alignmodel outputs with desired responses. The typical RLHF
pipeline consists of three main steps: (1) Supervised Fine-Tuning
(SFT):An LLM is first fine-tuned on a dataset of instruction-response
pairs, often curated or partially annotated by humans. (2) Reward
Model (RM) Training: Human annotators compare pairs of model
outputs to indicate which is preferable, creating a preference dataset
used to train a reward model that predicts human-preferred outputs.
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(3) Policy Optimization via RL: The LLM is then fine-tuned against
the learned reward model using a reinforcement learning algorithm
(e.g., DPO [17] or PPO [20]), guiding it to produce responses that
maximize the learned reward signal.

RLHF has been shown to substantially improve the quality, help-
fulness, and safety of model outputs, with one notable success being
its use in ChatGPT [5, 15]. However, a major bottleneck of RLHF is
the cost and time required to collect high-quality human labels at
scale, limiting broader applicability.

Reinforcement Learning from AI Feedback (RLAIF) [2, 9] was
introduced as an alternative that trains the reward model on prefer-
ences generated by an off-the-shelf LLM instead of humans, often
achieving performance on-par with using human feedback. Direct-
RLAIF [9] further simplifies RLAIF by circumventing reward model
training altogether; it obtains rewards directly from an off-the-
shelf LLM during reinforcement learning, reducing the overhead of
collecting and processing preference data.

3 Formalization
This section establishes the notation and formalizes key concepts
related to retrieval, recommendation tasks, LLMs for recommenda-
tions, and fine-tuning LLM-based recommenders.

Recommendation Tasks. The core task of recommendation
systems is to provide a ranked list of items {𝑖𝑘 }𝑁𝑘=1, 𝑖𝑘 ∈ I for a
user𝑢 ∈ U given a specific context 𝑐 ∈ C. Here,U and I represent
the universal sets of users and items, respectively. We formalize the
goal as follows:

{𝑖𝑘 }𝑁𝑘=1 ← RecSys(𝑢, 𝑐,I), 𝑢 ∈ U, 𝑖𝑘 ∈ I, 𝑐 ∈ C.

For sequential recommendation tasks, the context 𝑐 represents
the user’s interaction history (e.g., purchase history), and the objec-
tive is to predict the next item to be purchased, where 𝑁 = 1. For
retrieval tasks, the context 𝑐 is typically a user query, and the objec-
tive is to retrieve a list of items {𝑖𝑘 }𝑁𝑘=1, 𝑖𝑘 ∈ I that best matches
the query.

LLM as Recommender. Due to the input token limit of LLMs, it
is often infeasible to include all items in the input window simulta-
neously. A common practice is to sample a subset of items I′ ⊂ I
as the candidate set. An LLM acts as a recommendation system by
taking the context 𝑐 (e.g., a user’s purchase history or a query) and
the sampled candidate set I′ as input, along with a prompt 𝑃Rec
that specifies the recommendation task. The LLM processes these
inputs to generate a ranked list of items that best align with the
user’s preferences. Formally, the prediction is defined as:

{𝑖𝑘 }𝑁𝑘=1 ← LLM𝜃
Rec (𝑢, 𝑐,I

′, 𝑃Rec),

where 𝜃 represents the parameters of the LLM, 𝑐 is the context, I′
is the sampled candidate set, and 𝑃Rec is the instruction prompt
guiding the task.

Fine-tuning LLM-based Recommenders. Supervised fine-
tuning (SFT) is a crucial step in aligning LLMswith recommendation
tasks. By fine-tuning on recommendation-specific datasets, the LLM
learns to generate accurate recommendations using instruction-
based training pairs and a language modeling loss.

Given a user 𝑢 with a context 𝑐 (e.g., a user’s purchase history
or a query) and a candidate set I′ ⊂ I, the training pairs (𝑥𝑢 , 𝑦𝑢 )

are defined as (we omit subscript ’u’ in 𝑥𝑢 , 𝑦𝑢 for conciseness):

𝑥 = [𝑢, 𝑐,I′, 𝑃Rec], 𝑦 = {𝑖𝑘 }𝑁𝑘=1 .

The fine-tuning objective minimizes the cross-entropy loss be-
tween the predicted output tokens and the target output𝑦. Formally,
the objective is:

LSFT (𝜃 ) = −E(𝑥,𝑦)∼𝑃train
|𝑦 |∑︁
𝑡=1

log 𝑃𝜃 (𝑦𝑡 | 𝑥,𝑦<𝑡 ) , (1)

where |𝑦 | is the length of the target output 𝑦, 𝑦𝑡 is the 𝑡-th token,
and 𝑦<𝑡 represents all preceding tokens. 𝑃𝜃 (𝑦𝑡 | 𝑥,𝑦<𝑡 ) is the prob-
ability of generating token 𝑦𝑡 conditioned on the input 𝑥 and its
preceding tokens.

DPO Training. Direct Preference Optimization (DPO) is a fine-
tuning method that directly optimizes the likelihood of preferred
outputs over less preferred ones without requiring an explicit re-
ward model. For a preference pair (𝑦chosen, 𝑦rejected) generated by
an LLM judge, the DPO objective aligns the model 𝑝𝜃 with user-
centric preferences while ensuring stability through a reference
model 𝑝ref.

The DPO loss function is defined as:

LDPO (𝜃 ;𝜋ref) = −E(𝑥,𝑦chosen,𝑦rejected )∼𝑃pair

log𝜎

(
𝛽 log

𝜋𝜃 (𝑦chosen | 𝑥)
𝜋ref (𝑦chosen | 𝑥)

− 𝛽 log
𝜋𝜃 (𝑦rejected | 𝑥)
𝜋ref (𝑦rejected | 𝑥)

)
,

(2)

Where 𝜋𝜃 (𝑦 | 𝑥) represents the probability of output 𝑦 given
input 𝑥 under the fine-tuned model 𝑝𝜃 , and 𝜋ref (𝑦 | 𝑥) denotes
the probability of output 𝑦 under a reference model 𝑝ref, such as a
pre-trained or baseline model. The terms 𝑦chosen and 𝑦rejected cor-
respond to the preferred and less-preferred outputs, respectively.
The parameter 𝛽 acts as a scaling factor that controls the strength
of preference enforcement, balancing the fine-tuned model’s ad-
herence to the preference signal. Finally, the sigmoid function 𝜎 (·)
ensures numerical stability during optimization by mapping values
to a bounded range.

The DPO objective encourages the model 𝑝𝜃 to increase the
likelihood of the preferred output 𝑦chosen relative to the reference
model 𝑝ref while decreasing the likelihood of the less preferred
output 𝑦rejected. By leveraging preference pairs, DPO bypasses the
need for an explicit reward model, simplifying the training pipeline.

This approach ensures the fine-tuned model progressively aligns
with user-centric preferences while maintaining smooth and stable
updates through its dependence on the reference model.

4 Method
In this section, we present the proposed RecLAIF framework, which
tackles the challenges introduced in Section 1 by leveraging LLMs
in two roles: as a Recommender for generating personalized, ex-
plainable recommendations and as a Judge for providing structured
AI feedback to iteratively refine the system. The framework inte-
grates hybrid supervision—leveraging both structured human data
(e.g., user-item purchase histories) and AI-generated feedback—to
improve recommendation quality. An overview of the framework
is illustrated in Figure 2.
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4.1 LLM as Recommender
We reformulate the recommendation task as a natural language
problem to leverage the reasoning capabilities of large language
models.

The LLM takes an input prompt 𝑥 , which encodes the context 𝑐 ,
e.g., a user’s purchase history, the sampled candidate set I′, and a
prompt 𝑃Rec that specifies the recommendation task. The goal is to
generate: 1) Key features 𝐾𝑢 , which explain the reasoning behind
the recommendations, and 2) Top-𝑘 recommendations 𝑅𝑢 , ranked
based on their relevance to the user’s preferences.

Formally, the LLM generates:

(𝑅𝑢 , 𝐾𝑢 ) ← LLM𝜃
Rec ( [𝑢, 𝑐,I

′, 𝑃Rec]), (3)

where 𝜃 represents the LLM parameters, and [·] denotes the con-
catenation of inputs.

Instruction Design. The instruction 𝑃Rec guides the LLM to
simultaneously identify key features and rank the most relevant
items from the candidate set. The goal is to structure the task in a
way that ensures the LLM considers user preferences, maintains
diversity in recommendations, and produces clear explanations for
its outputs. Below, we provide a detailed example of the instruction
prompt used in a music recommendation task [3]:

Prompt Template for LLM as Recommender

You are a music recommendation engine. Your task is
to suggest the best artists or bands based on the user’s
listening history.

Listening History:
Depeche Mode, The Birthday Massacre, No Doubt, Crystal
Castles, Phoenix, Emilie Simon, Eths

Available Artists/Bands:
Bassnectar, Julian Casablancas, Earth Crisis, Angus &
Julia Stone, Buju Banton, Head Automatica, Snow Patrol,
10 Years, Tarja, Gentle Giant, Astor Piazzolla, Black Sun
Empire, Holly Brook, The Horrors, Catherine Wheel,
45 Grave, Impending Doom, Band of Skulls, Hannah
Montana, Crossfade

Task:
1. Identify 2-3 key preferences based on the user’s history
(e.g., genre, style, mood, instrumentation).
2. Select the top three artists or bands from the candidates
that best match the key preferences. Ensure the recom-
mendations are relevant, diverse, and ordered from most
to least likely to be enjoyed. Provide the artist/band name
and a brief reason for each.

Output Format:
"""
Key Preferences:
- Preference 1: [Description]
- Preference 2: [Description]

[...]

Recommended Artists/Bands (from most to
least likely):
1. [Artist/Band Name] - [Reason for Recommendation]
2. [Artist/Band Name] - [Reason for Recommendation]
[...]
"""

Example Output. The following output demonstrates the struc-
tured reasoning and explainability provided by the LLMRec.

Example Response for LLM as Recommender

Key Preferences:
- Preference 1: Alternative/Indie Rock and Electronic/Synth-
pop genres
- Preference 2: Dark, moody, and atmospheric vibes
- Preference 3: Female vocals

Recommended Artists/Bands (from most to
least likely):
1. The Horrors - Their music blends alternative rock with
electronic and synth-pop elements, creating a dark and
atmospheric sound that aligns with the user’s preferences.
2. Band of Skulls - This alternative rock band has a moody
and atmospheric sound, often incorporating electronic
and synth elements, which could appeal to the user’s taste.
3. Catherine Wheel - With their blend of alternative rock
and electronic influences, as well as the presence of female
vocals, Catherine Wheel could be an interesting discovery
for the user.

The recommendations focus on aligning with the user’s identi-
fied preferences for genre, mood, and vocal characteristics while
ensuring diversity in the suggested bands. The top recommenda-
tion, The Horrors, strongly aligns with all three preferences, while
Band of Skulls and Catherine Wheel provide complementary yet
relevant options.

This structured output improves both explainability and user
trust by explicitly presenting the reasoning behind the recommen-
dations and highlighting the most relevant features.

Fine-tuning the Recommender. To enhance the reasoning
capabilities of the recommender (Mistral-7B-Instruct [8] in this
work), we fine-tune it on responses generated by a stronger LLM
(e.g., Claude 3 Sonnet) using Supervised Fine-Tuning (SFT). This
process distills knowledge from a more powerful model into a
deployable, cost-efficient recommender.

4.2 LLM as Judge
We introduce another LLM (Claude 3 Sonnet for this project), LLM-
Judge , to evaluate the quality of outputs generated by the LLM-
Rec based on three dimensions: relevance, diversity, and explain-
ability. These evaluations are used to determine preference pairs
(𝑦chosen, 𝑦rejected), providing feedback for optimizing the recom-
mender system.
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Diverse Output Sampling. To generate candidate outputs, the
LLMRec is prompted with input 𝑥 . Sampling with high temperature
𝑇 and nucleus sampling (threshold 𝑝) introduces variability into
the outputs:

𝑦1 ∼ LLMRec (𝑥 ;𝑇, 𝑝), 𝑦2 ∼ LLMRec (𝑥 ;𝑇, 𝑝). (4)

Scoring and Preference Pair Construction. The LLMJudge
evaluates𝑦1 and𝑦2 by reasoning step-by-step through intermediate
scores for:
• Relevance 𝑠Rel: Matching recommendations to the user’s
preferences.
• Diversity 𝑠Div: Ensuring variety across categories, brands,
or other attributes.
• Explainability 𝑠Exp: Clearly describing key features and
reasoning for recommendations.

These intermediate scores serve as reasoning steps (akin to
Chain-of-Thought [26]) to help the LLMJudge determine the prefer-
ence pair in a single step:

(𝑦chosen, 𝑦rejected) ← LLMJudge (I′, 𝑦1, 𝑦2, 𝑃Judge), (5)

where the scoring dimensions 𝑠Rel, 𝑠Div, 𝑠Exp are generated in inter-
mediate steps to guide the LLM’s decision.

Below is an example instruction prompt for LLM as a judge
for a music recommendation task [3]. Prompt templates for other
datasets are provided in Appendix ??.

Prompt Template for LLM as Judge

You are an expert evaluator tasked with assessing two
sets of music recommendations based on three criteria:
relevance, diversity, and explainability. You will compare
the options and determine which set better meets the
criteria, choosing one as the preferred set and the other as
the rejected set. Follow the instructions below:

Listening History: {history}
Available Artists/Bands: {candidates}
Option A: {option a}
Option B: {option b}
Next Preferred Artist/Band: {label}

Criteria for Evaluation:
- Relevance: How closely do the recommended
artists/bands match the "Next Preferred Artist/Band"
provided?
- Diversity: Are the recommended artists/bands diverse
enough to cover different styles, genres, or moods while
still aligning with user preferences?
- Explainability: Do the identified key preferences
accurately capture the user’s listening history and provide
clear reasons for the recommendations?

Task:
1. Review the listening history and the two options.
2. Evaluate each option based on the three criteria.
3. Provide a score (0-5) for each criterion and a brief

explanation of your reasoning.
4. Select the option that best fulfills these criteria as the
chosen option and the other as the rejected option.

Output Format:
“‘
Option A Evaluation:
- Relevance Score: [0-5] - [Explanation]
- Diversity Score: [0-5] - [Explanation]
- Explainability Score: [0-5] - [Explanation]

Option B Evaluation:
- Relevance Score: [0-5] - [Explanation]
- Diversity Score: [0-5] - [Explanation]
- Explainability Score: [0-5] - [Explanation]

Decision:
- Chosen Option: [A or B]
- Reasoning: [Provide a summary explaining why this op-
tion was chosen over the other, highlighting the strengths
and weaknesses observed based on the criteria.]
“‘

The LLMJudge automates evaluation with consistency and scala-
bility, mitigating reliance on human intervention. By integrating
multi-dimensional assessments into a single reasoning step, it pro-
motes balanced recommendations while providing high-quality
supervision signals. These preference pairs facilitate iterative opti-
mization using DPO, progressively aligning recommender outputs
with user preferences.

4.3 Direct Preference Optimization (DPO)
The DPO training process consists of three steps. First, preference
pairs (𝑦chosen, 𝑦rejected) are collected from the judge Eq. (5). Second,
the recommender model LLMRec is fine-tuned using the DPO loss
function, as defined in Eq. (2). The objective is to maximize the
likelihood of the preferred outputs 𝑦chosen while minimizing that
of the less preferred ones 𝑦rejected. Finally, the evaluation and opti-
mization steps are repeated iteratively, enabling the recommender
to progressively align its outputs with user-centric preferences over
time.

The pseudocode for the entire iterative training process is pre-
sented in Algorithm 1.

5 Experiment
Datasets. We evaluate RecLAIF on three real-world benchmark
datasets varying in size and domain: ESCI [18], Beauty [7], and
LastFM [3]. Summary statistics for these datasets are provided in
Table 1.

ESCI. This dataset contains challenging Amazon search queries
paired with up to 40 potentially relevant results. Each result is
annotated with ESCI relevance judgments—Exact, Substitute, Com-
plement, or Irrelevant—indicating the relevance of each product
to the query [18]. For simplicity, we use only the English queries
and filter out those paired with fewer than 10 "Exact" relevance
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Algorithm 1: Training Process for RecLAIF
Input: Initial LLM recommender model LLMRec, Judge

model LLMJudge, Input data D, Temperature 𝑇 ,
Nucleus threshold 𝑝 , DPO scaling factor 𝛽

Output: Fine-tuned recommender model LLM★
Rec

1 for iteration 𝑖 ← 1 to 𝑁 do
2 Step 1: Generate Candidate Outputs with LLMRec;
3 for each input 𝑥 ∈ D do
4 Sample two candidate outputs:

𝑦1 ∼ LLMRec (𝑥 ;𝑇, 𝑝), 𝑦2 ∼ LLMRec (𝑥 ;𝑇, 𝑝)

5 Step 2: Generate Preference Pairs with LLMJudge;
6 for each pair (𝑦1, 𝑦2) do
7 Evaluate outputs using scoring criteria:

(𝑦chosen, 𝑦rejected) = LLMJudge (I′, 𝑦1, 𝑦2; 𝑃Judge)

Store preference pairs (𝑦chosen, 𝑦rejected);
8 Step 3: Fine-Tune Recommender using DPO;
9 for each preference pair (𝑦chosen, 𝑦rejected) do
10 Update recommender model LLMRec by optimizing

the DPO loss in Eq. (2).

11 return Fine-tuned recommender model LLM★
Rec;

products. Each query is associated with 15 randomly sampled can-
didates, comprising 10 "Exact" products and 5 non-"Exact" prod-
ucts (i.e., Substitute, Complement, or Irrelevant). The task involves
query-product retrieval: given a query and 15 candidates, retrieve 5
relevant products and rank them in descending order of likelihood
to recommend. The dataset is split into 60% training, 20% validation,
and 20% testing.

Beauty (Amazon Reviews). This dataset, collected in 2023, in-
cludes user reviews, itemmetadata, and user-item or bought-together
graphs [7]. We focus on the "All Beauty" domain and evaluate a
sequential recommendation task: predict the next item of inter-
est (𝑖𝑁+1) given a user’s historical interaction sequence (𝑖1, ..., 𝑖𝑁 ),
where 𝑁 = 10 is the sequence length. Each item 𝑖 is associated with
metadata in the form of a descriptive sentence. The dataset includes
10 randomly sampled candidates for each user, and the items in the
interaction sequence are ordered chronologically. We follow the
official dataset splits available on Hugging Face 1.

LastFM. This dataset contains users’ listening histories from
the Last.fm online music service, with artist names as associated
features [3]. We evaluate a sequential recommendation task: predict
the next musician or band a user will listen to (𝑖𝑁+1) based on their
historical listening sequence (𝑖1, ..., 𝑖𝑁 ), where 𝑁 = 20. For each
user, 20 candidates are randomly sampled. We preprocess the data
and create splits according to the methodology described in Chen
et al. [4].

Baselines. For ESCI, which is a retrieval task, we consider two
types of baselines: (1) Retrieval-based methods, including the sparse
retriever BM25 and the dense retriever BLAIR [7]; (2) LLM-based
methods, which include open-source 7B models such as Mistral [8],
Llama [23], and Qwen [1], as well as closed-source models such as
1https://huggingface.co/datasets/McAuley-Lab/Amazon-Reviews-2023

Table 1: Summary statistics of datasets

Dataset Task #User #Item # Interactions

ESCI Retrieval 4,863 129,023 143,982
Beauty Recommendation 253 341 2535
LastFM Recommendation 1,220 4,606 73,510

Claude 3 Sonnet. Claude is used in a black-box setting with zero-
shot prompting, without any fine-tuning or in-context examples.
The prompts and inputs used to query Claude are detailed in Sec-
tion 4.1, allowing anyone with access to Claude Sonnet via Amazon
Bedrock to reproduce our results. For Beauty and LastFM, which
are sequential recommendation tasks, we consider (1) traditional
RecSys methods and (2) LLM-based RecSys methods as baselines.

Implementation Details. For LLM as a recommender, we use
the Mistral-7B-Instruct (henceforth referred to as Mistral) as the
base model for performing the retrieval and recommendation tasks.
For LLM as a judge, we use Claude 3 Sonnet (henceforth referred
to as Claude) to provide AI feedback and evaluate the recommen-
dations.

To enhance the performance of Mistral in recommendation tasks,
we adopt a supervised fine-tuning (SFT) approach on recommendation-
specific data. The fine-tuning process involves the following steps:
(1) Generating Ground Truth: We query Claude with the same
prompt used for Mistral when acting as a recommender (as detailed
in Section 4.1). Claude’s responses are treated as the “ground truth”
for the task. (2) Fine-Tuning Mistral: Using an identical prompt and
Claude’s responses as training data, we fine-tune Mistral to align
its outputs more closely with the high-quality recommendations
generated by Claude.

This approach enables Mistral to learn from Claude’s reasoning
and recommendations, improving its ability to perform recommen-
dation tasks effectively.

Evaluation Metrics. We evaluate the performance of RecLAIF
across three dimensions: relevance, diversity, and explainability.
• Relevance. Ground-truth labels are used to calculate stan-
dard relevance metrics, including precision@K, NDCG@K,
and Hits@K, which measure how well the recommended
items align with user preferences.
• Diversity. To assess diversity, we embed the text attributes
of items using Sentence Transformer and compute pairwise
cosine distances between embeddings. A higher average
cosine distance indicates greater diversity in the recommen-
dations.
• Explainability.We employ Claude 3 Sonnet as the evaluator.
Claude assigns a score ranging from 1 to 100 based on the
clarity of the recommendations’ explanations, along with
how well they align with the user’s needs.
• Validity Ratio. Following [4, 11], we include the Validity
Ratio to assess LM-based methods’ adherence to instructions
and their ability to generate appropriate, coherent responses.

Using Claude to evaluate explainability is motivated by the com-
plexity of defining and quantifying explainability through tradi-
tional methods. A recent study [33] verified that utilizing LLMs as

https://huggingface.co/datasets/McAuley-Lab/Amazon-Reviews-2023
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Table 2: Comparison of retrieval-based and LLM-based meth-
ods on the ESCI dataset across three metrics: Relevance
(Prec@5, NDCG@5), Diversity (Pairwise Distance), and Ex-
plainability (Expl. Score). The best performance for each
metric is highlighted in bold. ’-’ indicates that the evaluation
is not applicable.

Method Relevance Diversity Expl.
Prec@5 NDCG@5

Retrieval-Based
BM25 0.7289 0.7335 0.3558 –
BLAIR 0.7423 0.7441 0.3486 –

LLM-Based
Mistral-7B-Instruct 0.7520 0.7685 0.3481 86.08
Llama-3-8B-Instruct 0.7555 0.7695 0.3454 86.48
Qwen2.5-7B-Instruct 0.7518 0.7700 0.3467 86.24
Claude 3 Sonnet 0.7951 0.8059 0.3323 88.40

RecLAIF 0.8195 0.8279 0.3164 88.90

evaluators can provide an accurate, reproducible, and cost-effective
solution for assessing recommendation explanation texts.

5.1 Retrieval Performance on ESCI
Table 2 presents the performance of retrieval-based and LLM-based
methods on the ESCI dataset, evaluated across relevance, diversity,
and explainability. Retrieval-based methods like BM25 (NDCG@5
= 0.7335) and BLAIR (0.7441) achieve competitive diversity but
underperform in relevance and do not provide explainability.

LLM-based methods significantly improve relevance over tradi-
tional methods, with Claude 3 Sonnet (NDCG@5 = 0.8059) achiev-
ing the strongest baseline performance. However, these methods
generally sacrifice diversity, with pairwise distance scores slightly
lower than retrieval-based methods.

Our proposed RecLAIF achieves the best performance in both
relevance (NDCG@5 = 0.8279) and explainability, demonstrating its
ability to retrieve accurate and interpretable results. While RecLAIF
does not achieve the highest diversity score, it effectively balances
precision and item diversity, addressing the trade-off inherent in
retrieval tasks.

5.2 Recommendation Performance
The results are presented in Table 3, which compares traditional
recommendation methods, LLM-based methods, and our proposed
RecLAIF framework on the Beauty and LastFM datasets across four
metrics: Validity Ratio, Relevance (Hit@1, NDCG@3), Diversity,
and Explainability.

For the Beauty dataset, traditional methods such as SASRec
achieve perfect ValidRatio but perform poorly on relevance and
diversity. LLM-based methods, such as Mistral-7B-Instruct and
Claude, improve relevance significantly over traditional models,
with Claude achieving strong NDCG@3. However, these methods
trade off diversity, with scores lower than desired. RecLAIF outper-
forms all baselines across relevance and diversity, achieving the
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Figure 3: Performance comparison of the recommender
model trained with SFT and successive DPO iterations on the
Beauty dataset across multiple metrics.

highest Hit@1 and NDCG@3 while maintaining a balanced diver-
sity score. Notably, RecLAIF achieves competitive explainability,
highlighting its ability to generate interpretable recommendations.

For the LastFM dataset, a similar trend is observed. Traditional
models exhibit high ValidRatio but fail to perform competitively in
relevance metrics. LLM-based methods again improve relevance,
with Claude achieving strong results. However, RecLAIF achieves
the best overall performance, with the highest Hit@1 andNDCG@3,
while also achieving a well-balanced diversity score.

These results demonstrate that RecLAIF effectively addresses the
limitations of both traditional and LLM-based methods, delivering
superior relevance, diversity, and explainability while maintaining
strong performance across datasets.

5.3 Ablation Study
To evaluate the effectiveness of DPO in fine-tuning the recom-
mender, we conduct an ablation study analyzing performance across
multiple DPO iterations. Specifically, we compare the baseline SFT
model with the recommender fine-tuned iteratively using DPO (de-
noted as DPO-Iter1 through DPO-Iter4). The results are reported on
the Beauty dataset using five metrics: ValidRatio, Hit@1, NDCG@3,
Diversity, and Explainability.

The results, summarized in Figure 3, demonstrate that DPO pro-
gressively enhances the recommender’s performance. We observed
significant improvements in relevance (Hit@1 and NDCG@3), di-
versity, and explainability compared to the baseline SFT. Notably,
performance gains saturate around DPO-Iter3, indicating dimin-
ishing returns with further iterations, which might be due to over-
fitting. This trend highlights the efficacy of DPO in leveraging
AI feedback to optimize the recommender iteratively, achieving
substantial improvements while maintaining stability.

6 Conclusion
We introduced RecLAIF, a dual-LLM framework that integrates
Reinforcement Learning from AI Feedback (RLAIF) to enhance
recommendation systems in terms of relevance, diversity, and ex-
plainability. By leveraging LLMs as both recommenders and judges,
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Table 3: Comparison of traditional recommendation methods, LLM-based methods, and our proposed RecLAIF framework on
the Beauty and LastFM datasets. Metrics include Validity Ratio (ValidRatio), Relevance (Hit@1, NDCG@3), Diversity (Pairwise
Distance), and Explainability (Expl. Score). The best performance for each metric is highlighted in bold. ’–’ indicates that the
evaluation is not applicable.

Beauty LastFM

ValidRatio Hit@1 NDCG@3 Diversity Expl. ValidRatio Hit@1 NDCG@3 Diversity Expl.

Traditional SASRec 1.0000 0.0474 0.1255 0.3120 – 1.0000 0.3581 0.4792 0.5803 –

LLM-Based Mistral-7B-Instruct 0.6047 0.1304 0.2370 0.4051 87.98 0.8878 0.2982 0.3991 0.6968 87.88
Claude 0.9921 0.2806 0.4725 0.6439 87.86 0.9830 0.4080 0.5399 0.7676 88.58

Ours RecLAIF 0.9842 0.3874 0.5375 0.6493 86.14 1.0000 0.5126 0.6517 0.7572 88.79

RecLAIF provides a scalable alternative to human feedback while
addressing limitations of traditional RecSys.

Experiments on three real-world datasets demonstrate that Re-
cLAIF significantly outperforms baseline methods in relevance,
diversity, and explainability, showcasing the potential of RLAIF as
a cost-effective and adaptive solution for modern RecSys.

Limitation and Future work. Currently, the judge is a general-
purpose, static LLM. Future work could explore fine-tuning or
self-teaching the LLM judge on the evaluation task, enhancing
its effectiveness and domain adaptability.
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